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Calculating one-body density profiles in equilibrium via particle-based simulation methods involves
counting of events of particle occurrences at (histogram-resolved) space points. Here, we investigate an
alternative method based on a histogram of the local force density. Via an exact sum rule, the density profile
is obtained with a simple spatial integration. The method circumvents the inherent ideal gas fluctuations.
We have tested the method in Monte Carlo, Brownian dynamics, and molecular dynamics simulations. The
results carry a statistical uncertainty smaller than that of the standard counting method, reducing therefore
the computation time.
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The microscopic one-body density distribution ρðrÞ is
arguably the most important order parameter in simple
fluids. While in homogeneous bulk fluid states, ρ ¼ const;
in crystals, the density “profile” is peaked at the lattice sites.
There is a multitude of physically interesting situations
where the density ρ ≠ const, such as for fluids in capil-
laries, across interfaces, under the action of external fields,
etc. Accurate measurements of ρðrÞ are very valuable, e.g.,
in order to study wetting properties [1,2], capillary effects
[3], and crystal nucleation [4] on substrates, to characterize
the intrinsic liquid-vapor interface [5] and out-of-equilibrium
phase coexistence [6], and to determine the charge distri-
butions in capacitors [7,8] and the superadiabatic forces in
Brownian systems [9], as well as to obtain information about
the bulk phase behavior in sedimentation-diffusion equilib-
rium [10–12]. Furthermore, within density functional theory
(DFT) [13,14], the one-body density attains a fundamental
role in the Mermin-Evans extremal principle that determines
all thermodynamic and structural properties of the system.
High quality simulation data are necessary for the develop-
ment and assessment of modern DFT approximations [15].
Experimentally, ρðrÞ is accessible by a multitude of

methods. Examples in colloidal systems are the analysis of
confocal microscopy data [16,17], total internal reflection
microscopy near substrates [18], and turbidity measure-
ments [19]. In molecular systems, ρðrÞ can be measured via
three-dimensional AFM scanning [20].
Mathematically, the one-body density distribution is

defined as

ρðrÞ ¼
�X

i

δðr − riÞ
�
; ð1Þ

where r indicates the spatial argument, the sum runs over
all particles, δð·Þ indicates the Dirac distribution, ri is the
position of particle i and the angles denote the statistical

average, which in equilibrium is carried out over the
appropriate (e.g., canonical) ensemble.
The standard particle-based approach to sample ρðrÞ is to

discretize the Dirac function and to count events in a
histogram, labeled by position r and with bins of a certain
size ΔV. Normalization by ΔV and by the number of
sampling sweeps ensures the correct normalizationR
drρðrÞ ¼ N, where N is the total number of particles.

For cases of additional symmetry, such as, e.g., planar
problems between, say, parallel walls, the density profile
might depend only on a reduced number of coordinates, say
ρðzÞ, where z is the coordinate perpendicular to the walls. In
practice, brute force can be required to obtain accurate data.
We investigate here an alternative method to sample

ρðrÞ, based on a histogram of the local force density.
Working on the level of force densities has been suggested
before. In particular, Borgis et al. [21], following the ideas
of Assaraf et al. [22] for quantum systems, describe a
variety of advanced methods for sampling the pair dis-
tribution function and the one-body density profile in
classical systems. The approach described in Ref. [21] is
based on expressing formally the delta function in (1) in a
mathematically analogous way to the treatment of a point
charge in electrostatics. This allows the authors to sample
distribution functions that correspond to the electrostatic
potential in the analogy. (The systems considered do not
need to carry actual charges for their approach to work.)
The authors find a reduced variance in the results that
they obtain for the distribution functions of interest.
Furthermore, the force density plays a central role in
advanced (adaptive resolution) molecular dynamics meth-
ods, as exemplified by the work of Fritsch et al. [23].
The force density is also relevant for investigations of
the potential of mean force; although in the current work,
we do not specify any particular (reaction) coordinate, as is
typically done in characterizing complex systems by a
coarse-grained potential of mean force.
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We work on the level of the equilibrium force density
balance [24]

FðrÞ − kBT∇ρðrÞ ¼ 0; ð2Þ

where the total (deterministic) one-body force density
distribution is given by

FðrÞ ¼
�X

i

fiðrNÞδðr − riÞ
�
; ð3Þ

with the total force acting on particle i being

fiðrNÞ ¼ −∇iuðrNÞ −∇iVextðriÞ; ð4Þ

where ∇i is the derivative with respect to ri, uðrNÞ is the
interparticle interaction potential, rN ¼ r1…rN , and VextðrÞ
is the external potential. In Eq. (2), kB is the Boltzmann
constant, and T is temperature.
In short, having sampled FðrÞ allows us to integrate (2)

in space in order to obtain results for ρðrÞ. In particular, for
effectively one-dimensional problems, carrying out a sim-
ple one-dimensional integration (along z) is all that is
required. In the general case, a line integration needs to be
performed

ρðrÞ ¼ ρ0 þ ðkBTÞ−1
Z
Γ
ds · FðrÞ; ð5Þ

where Γ represents an appropriate path that connects, say,
the origin with position r, and ds is the differential line

element. The integral in Eq. (5) determines the density
profile up to an additive constant ρ0 that can be determined
by imposing the correct normalization. Alternatively, we
can invert Eq. (2),

ρðrÞ ¼ ρ0 þ ðkBTÞ−1∇−1 · FðrÞ; ð6Þ

applying the inverse operator ∇−1 to the force density field

∇−1 · FðrÞ ¼ 1

cd

Z
dr0

r − r0

jr − r0jd · Fðr
0Þ; ð7Þ

where d indicates the dimensionality of the system, and the
constant cd ¼ 4π if d ¼ 3 and cd ¼ 2π if d ¼ 2 [25].
The advantage of the force sampling method is that it

only samples the (nontrivial) interaction contribution (3).
The (ideal gas) diffusive term −kBT∇ρ is treated explicitly.
This is in contrast to sampling ρðrÞ directly via Eq. (1),
where these trivial fluctuations induce a very significant
fluctuating background which besets the data.
To illustrate the accuracy of the new method, we carry

out Monte Carlo (MC), Brownian dynamics (BD), and
molecular dynamics (MD) simulations. We compare the
density profiles obtained via the traditional counting
method and the force balance sampling.
In order to have the possibility to provide quasiexact

data, against which to gauge both methods, we study a
system with N ¼ 25 particles interacting via the Lennard-
Jones (LJ) 6–12 potential. Hence, the interparticle potential
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FIG. 1. (a) Density profiles obtained with MC simulations for different numbers of MCS, as indicated. The bin size is Δx=σ ¼ 0.01,
N ¼ 25, and L=σ ¼ 10. The top panels show ρðxÞ obtained via the traditional counting method (black solid lines). The density profiles
obtained via force sampling are represented in the bottom panels (blue-dashed lines). The inset in the top panel with 1011 MCS is a close
view of both methods in the vicinity of the density peak. Only one-fifth of the simulation box x=σ ∈ ½0; 2� corresponding to one density
peak is represented. (b) Logarithmic plots of the sampling error Δ as a function of (i) the number of Monte Carlo steps in MC
simulations (top), (ii) the simulation time t=τ in BD simulations (middle), and MD simulations (bottom). In BD, the time is measured in
units of τ ¼ σ2γ=ϵ, with γ ¼ 1 the friction coefficient. In MD, τ ¼ σ

ffiffiffiffiffiffiffiffiffi
m=ϵ

p
, with m ¼ 1 the mass of the particles. Data obtained via

counting (black circles) and via force sampling (blue squares).
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between two particles separated by a distance r is
ϕðrÞ ¼ 4ϵ½ðσ=rÞ12 − ðσ=rÞ6�. We set ϵ ¼ 1 and σ ¼ 1 as
the units of energy and length, respectively. The particles
are located in a square box of side length L ¼ 10σ with
periodic boundary conditions. The particles are in equilib-
rium in an external potential VextðxÞ ¼ V0 sinð2πnwx=LÞ
that depends only on the x coordinate. We fix V0=ϵ ¼ 0.01
and nw ¼ 5. The temperature is kBT=ϵ ¼ 1. We impose a
relatively small external potential, such that the resulting
equilibrium ρðxÞ is rather flat. The profile shows peak-to-
peak oscillations of ∼1% relative to the average density.
Sampling such small differences in the density profile is
highly demanding and therefore constitutes a strong test for
the force sampling method. A schematic of the system and
plots of both ρ and Vext are shown in the Supplemental
Material [26].
In Fig. 1(a), we compare density profiles obtained via

counting and force sampling in MC simulations with a
number of Monte Carlo steps (MCS) ranging from 107 to
1011. In a MCS, each particle is once attempted to be
moved. The statistical noise is significantly smaller in the
density profiles obtained via force sampling. Even after
1011 MCS, density fluctuations are still far from negligible
when using the traditional counting method. We have
obtained similar differences between both methods in
BD and MD.
To quantify the accuracy of both methods, we define the

sampling error Δ of the density profile as

Δ ¼
R
drjρsðrÞ − ρeqðrÞjR

drρeqðrÞ
: ð8Þ

Here, ρs is the sampled density profile, and ρeq represents
the “true” equilibrium profile. An accurate estimation of ρeq
is obtained by running a very long MC simulation (1012

MCS) and defining ρeq as the average profile obtained with
both methods, counting and force sampling.
Figure 1(b) shows the sampling error in MC, BD, and

MD simulations. In all cases, force sampling performs
significantly better than the traditional counting method. To
achieve a given sampling error Δ with traditional counting,
we need simulations ∼6 times longer than using force
sampling. In other words, force sampling reduces the
computation time by ∼80%.
The traditional counting method ensures by construction

the correct normalization of ρðrÞ. This is not true when
using force sampling. Here, an additive constant must be
added to normalize the density profile. This constant,
together with the accumulation of the error in the spatial
integral cf. (5), might introduce small artifacts such as
slightly asymmetric density profiles in symmetric systems
or negative values of the density. To illustrate this effect,
we introduce a parabolic external potential VextðxÞ ¼
V0ðx − L=2Þ2, with V0=ϵ ¼ 5. Given the strength of the
potential, the particles strongly accumulate in a small

region around x ¼ L=2, and the density vanishes in the
rest of the simulation box. Because of the normalization of
ρ, force sampling erroneously yields a nonzero density
value far from x ¼ L=2 (positive for x ≪ L=2 and negative
for x ≫ L=2), see Fig. 2(a). This anomalous behavior
introduces a relevant error only if the sampling is clearly
insufficient. Nevertheless, one must be aware that even a
small error might be relevant to the calculation of, e.g., free
energies. One can partially alleviate this anomaly imposing
zero density in the regions where no particles have been
detected during the simulation.
If the density varies significantly from minimum to

maximum, then the profiles obtained with both methods
might at first look almost identical. However, building the
numerical derivatives of ρðrÞ with respect to the spatial
coordinates reveals the higher accuracy of force sampling,
see Fig. 2(b). Another example with local high density
values is shown in the Supplemental Material [26]. Force
sampling is more accurate and generates smoother profiles

(a)

(b)

FIG. 2. (a) Density profiles obtained with MC simulations
using counting (left) and force sampling (right). The number of
MCS is 105 (top panels) and 107 (bottom panels), as indicated.
The bin size is Δx=σ ¼ 0.01. The particles are in equilibrium in
an external parabolic potential. The insets are close views of the
region where the density vanishes. Using force sampling, the
density in this region reaches an artificial negative value of
∼ − 2 × 10−2 for 105 MCS and ∼ − 4 × 10−3 for 107 MCS.
(b) Second ρð2Þ (black lines) and third ρð3Þ (red lines) numerical
derivatives (centered difference) of ρðxÞ with respect to x,
ρðnÞðxÞ ¼ ∂nρðxÞ=∂xn. Data obtained via counting (left) and
force sampling (right) in a MC simulation with 4 × 1011 MCS.
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than the counting method also at high densities. The
reduction in the sampling error is, however, less pro-
nounced than in the case of smooth density profiles. We
find that force sampling reduces the computation time
by ∼40%.
The small system size N ¼ 25 investigated so far has

enabled us to carry out a detailed statistical analysis of the
relative performance of the two methods. Nevertheless, the
force sampling method remains useful in systems with
more realistic values of N. In the Supplemental Material
[26], we show a comparison of the density profiles obtained
with MC simulations via count and force sampling in a
system with N ¼ 103 and the same “soft” external potential
as in Fig. 1. Force sampling is ∼5 times more accurate than
counting.
We discuss next the effect of varying the size of the bin.

The results shown previously were obtained at a fixed bin
size Δx=σ ¼ 0.01. Reducing the size of the bin increases
the level of detail with which we can sample the density
profile. On the other hand, in the traditional counting
method, the error in the density profile also increases by
reducing the size of the bin since the number of events
contributing to each bin is proportional to the volume of the
bin. In contrast, the error in the force sampling method does
not significantly depend on the size of the bin. The reason is
that in contrast to the counting method the density at each
bin is not determined by the local number of events but via
a spatial integral of the force density. Figure 3 shows the
sampling error as a function of the bin size. The data were
obtained using MC simulations with 109 MCS. The
external potential, number of particles, and temperature
are the same as those in Fig. 1. Systems that require a small
bin size, such as, for example, cases where the density
profile depends on two or three spatial coordinates, will
substantially benefit from applying the force sampling
method. To illustrate this, we introduce the external
potential VextðrÞ ¼ V0 sinð2πnwx=LÞ sinð2πnwy=LÞ that
depends on both x and y coordinates. We fix V0=ϵ ¼ 1
and nw ¼ 5. The resulting two-dimensional (2D) density

profile is shown in Fig. 4. Force sampling is clearly
superior to counting. Details on how to obtain the 2D
density profile using force sampling are given in the
Supplemental Material [26].
Implementing the force sampling method is straightfor-

ward in all simulation techniques analyzed here, and its
computational demand is negligible in both BD and MD
and very low in MC simulations. Note that in MC
simulations we need to implement the calculation of the
forces (not inherent in the method) and compute them with
every certain number of MCS as part of the sampling
process. We sample the force density during the whole
simulation, but it is only at the end of the simulation run
that we compute ρðrÞ via spatial integration of the force
density, cf. (5).
The force sampling method cannot be directly used in

hard core systems (i.e., particles interact only if they
overlap, in which case the interparticle potential is infinity).
However, a hard core system can be approximated by a
quasihard potential that decays very fast with the distance
between the particles. It might also be possible to extend
the force sampling method to study hard core systems using
event driven molecular [27] and Brownian [28,29] dynam-
ics since in both cases the moment transfer in a collision is
available.
Besides the examples shown here, we have tested

the validity and accuracy of force sampling in a one-
dimensional system of quasihard spheres (ϕðrÞ ∝ r−42) and
in one- and two-dimensional systems of Gaussian particles.
In all cases, the force sampling method has provided better
accuracy than the standard counting method.

FIG. 3. Sampling error Δ as a function of the bin size. Data
obtained via counting (black circles) and force sampling (blue
squares) using MC simulations with 109 MCS. The “true”
equilibrium profile used to compute Δ is approximated by the
average profile of both methods after 1012 MCS.

(a)

(b)

FIG. 4. (a) Contour plots of the equilibrium 2D density profile in
the external potential VextðrÞ ¼ V0 sinð2πnwx=LÞ sinð2πnwy=LÞ,
with V0=ϵ ¼ 1 and nw ¼ 5. Data obtained with 106 MCS using
counting (left) and force sampling (right). The bins are squares of
side length 0.025σ. The simulation box is a square of side length
10σ. Only the central region of the box is shown. (b) Density
profile vs x at constant y=σ ¼ 5 obtained via counting (left) and
force sampling (right).
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Finally, we have also verified the better performance of
the method in a 2D system of Gaussian particles under
stationary shear conditions [30]. In steady state, the method
is still valid for those Cartesian components for which
Eq. (2) still holds, such as, e.g., in the direction
perpendicular to the shear flow. Furthermore, in BD, it
is also possible to apply the force sampling method to out-
of-equilibrium conditions, even away from steady states. In
out-of-equilibrium BD, the force density balance at any
time t is given by

Fðr; tÞ − kBT∇ρðr; tÞ ¼ Jðr; tÞ; ð9Þ

where J is the one-body current, which in contrast to the
equilibrium case Eq. (2) does not vanish, in general.
Therefore, in addition to the sampling of the forces, it is
also necessary to sample the total current to be able to
obtain the density profile via spatial integration. Sampling
the current, which is possible using the numerical derivative
of the position vector or via the continuity equation, might
increase the statistical noise with respect to the equilibrium
case. Therefore, it is not guaranteed that force sampling will
perform better than counting in the out-of-equilibrium case.
This study constitutes the subject of future work. Adding
inertial terms to Eq. (9) would allow the extension of the
method to out-of-equilibrium MD.
The generalization of the method to multicomponent

mixtures is straightforward. Testing the performance in
grand canonical MC schemes [3] is an interesting research
task for the future.
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